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Abstract—The academic computer security community has
traditionally adopted peer review as an integral part of scientific
publishing and dissemination, in a process that grows organically
and nourishes itself by internal communications and intuitions,
rather than repeatable experiments and investigations. Recently,
key community members have shared a series of concerns
regarding this process in public. To support or disprove some
of these concerns, this paper presents the first qualitative study
to examine the peer review process in the computer security
field. Through semi-structured interviews (n=21) with Program
Committee members, we systematically collect the reviewers’
insights on how papers are evaluated in top-tier security con-
ferences and investigate their concerns regarding the current
security peer review system. Based on the collected data, we
identify several issues in the security review system: whereas
some have been previously observed by the community (e.g.,
the randomness in reviewers’ decisions), others (e.g., reviewers
have much more diverse and concrete opinions on the metrics
of rejecting papers) have been observed for the first time in our
study. Finally, through a series of recommendations, we aim to
encourage the collaborative establishment of community norms
that will significantly improve the security peer review process.

I. INTRODUCTION

On January 5th, 1665, the first recognizable academic jour-
nal in history, the “Journal des sçavans,” was published [61].
By the end of the 1700s, humanity had produced over 500
different journals. Since then, academics around the world
have worked tirelessly to not just advance the state-of-the-
art in their fields but also to communicate this advancement
by entering it into the permanent scientific record.

As a fairly recent academic area, computer security is
still learning to understand itself even as it strives to make
advancements in the state-of-the-art. To advance the Science
of Security in a fair, effective, and scalable way, the com-
munity has created various high-quality academic conferences
and used them to select and present the latest scientific
advancements. Researchers and practitioners submit their new
findings to these conferences in the form of papers. Program
Committees (PCs), composed of experts in different sub-areas
from both academia and industry, select the best submissions
for publication by adopting peer review as an integral part
to help ensure the validity of scientific results [10], [14],
[34], [51]. Although Herley et al. [22] discussed necessary
properties of the Science of Security, there is no investigation

to date on how the Science of Security is evaluated in practice,
e.g., through the peer review process.

Moreover, all of the commonly-considered “top-tier” secu-
rity conferences, namely IEEE Security & Privacy, USENIX
Security, NDSS, and ACM CCS, have observed an exponential
increase in the number of paper submissions in recent years,
with a total of 3, 039 papers submitted across all of the top
four venues in 2020 [8]. Nevertheless, the computer security
community has been facing new challenges associated with
significant growth. As an example, in 2019, a panel at ACM
CCS touched upon several challenges, including the increase
in paper submissions, the workload on PC members, the
quality and quantity of reviews, and the shift to a different
submission model of rolling deadlines [5]. Moreover, in a
recent article from July of 2021, a reviewer shared and
compared experiences being on the PC of top-tier conferences
from three distinct fields: software engineering, programming
languages, and security [63].

To address these concerns, Program Chairs continuously
introduce changes in the peer review process based on their
knowledge, intuitions, conversations, and feedback from re-
viewers. Among other factors, the increase in paper submis-
sions has led to changes such as rolling submission deadlines
and major revision outcomes. However, to the best of our
knowledge, in the span of its 40 years of existence, there
has never been an investigation detailing how the peer review
process is conducted within the computer security community.
Overall, the interest in such a process via informal discussions
in conference panels and on social media serves as a long-
overdue wake-up call: now, more than ever, it is crucial to
closely analyze the security peer review process for any sys-
tematic issues and obtain insights for potential improvements.

In this paper, we take the first step toward scientifically
examining the peer review of top-tier computer security con-
ferences by using qualitative data analysis techniques. Through
in-depth, semi-structured interviews with 21 PC members who
served on the PCs of top-tier security conferences between
2015 and 2019, we explore two main research questions:

1) How is the Science of Security currently served by the
peer review process?

2) What are experts’ opinions on current peer review mech-
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anisms, especially with new challenges caused by the
increasing number of paper submissions?

To this end, we explore reviewer responsibilities, reviewer
interactions with the review system, delegation, and rolling
submissions, reviewing approaches, evaluation metrics to as-
sess security papers, and reviewer expectations for authors in
terms of writing and conducting better security research.

Overall, our study resulted in the following key findings:

Evaluation metrics are subjective. 19 of our 21 participants
mentioned that they check for novelty in top-tier security
submissions (§ V). Our participants assessed novelty through
various aspects such as advancement over the state-of-the-art,
interesting research problem, novel solution, novel insight,
and novel methodology, making it a subjective metric. We
also find that only four evaluation metrics were commonly
mentioned by more than six participants, while the rest of
the evaluation metrics were relatively uncommon (Table II).
Hence, we conclude that reviewers do not have a shared
standard, and the metrics are rather subjective.

Comparing the metrics for evaluating papers, reviewers
have much more diverse and concrete opinions on the
metrics of rejecting papers. While the participants stated 16
different paper evaluation metrics, they pointed out 52 different
“red flags” causing paper rejection. Furthermore, compared to
the description of evaluation metrics, which was usually high-
level and vague, the description of rejection metrics was much
more specific and concrete. This observation may imply that
reviewers have a more clear mind in rejecting a paper than
accepting one. Additionally, two of our participants (P09 and
P10) reported that reviewers of the security community might
tend to look for reasons to reject because of the competitive
nature of security conferences (§ V-B).

Program Chairs understand their responsibilities better
than PC members. There was a high-level agreement that the
primary responsibility of reviewers is to accept high-quality
papers (§ VI). However, we observed that participants who
had chaired PCs adopted a more fine-grained approach in
checking for quality than non-chair participants. Our chair
participants also believed that a reviewer’s responsibility does
not end at the submission of their reviews; they should also
help Program Chairs shape the best possible program. Non-
chair participants, generally, did not express this view.

“Randomness” of reviews is a serious and exploitable
problem. Perceived “randomness” of reviews was the most
frequent issue of all of the issues that were discussed by
our participants in the reviewing system of top-tier security
conferences (§ VIII). Strong accepts and rejects seem to be
consistent, but reviewers’ decisions are subjective and random
for papers in the middle range. Our participants stated that
authors could “game” the system, taking advantage of the
randomness and lack of precision in the current reviewing
process by resubmitting at other venues with next to no
changes until they “get lucky,” increasing the reviewing load
and potential reviewer burnout.

Based on these and other findings, we develop several recom-
mendations for the academic security community to improve
and maintain its processes. We hope that the computer security
community will show interest in its peer review process, move
toward a more testing-based approach, and design further
investigative studies to measure the quality of its processes.

II. RELATED WORK

Qualitative human factors research in security. Qualitative
research methods are used in studies involving humans to
understand human behaviors, emotions, needs, desires, rou-
tines, and other personality characteristics [32] and provide
scientific interpretation of qualitative data [37].

Because security researchers study and develop systems and
solutions mainly for human use, qualitative human factors
research in security is crucial. Researchers used interviews
to study risk perceptions of SMEs (small and medium-sized
enterprises) [23] and identified Security Operations Center is-
sues [29]. Surveys were used to understood students’ password
knowledge [56] and users’ perceptions of hardware security
tokens [43]. In a mixed-method study, researchers investigated
sex workers’ unique security and privacy challenges [35].

Our study, similarly, uses qualitative methods to investigate
the current state of the security reviewing process and to iden-
tify approaches that reviewers follow while selecting papers.
Peer review process. Peer review is designed to assess the
validity, quality, and (often) the originality of articles for
publication. Its ultimate purpose is to maintain the integrity
of science by filtering out invalid or poor quality articles [4].

Peer review can be single-blind (where authors’ identity is
revealed but not reviewers’), double-blind (where both authors
and reviewers are unknown), and open review (where both
identities are revealed) [6], [36]. Single-blind can suffer from
known or unknown reviewer biases (gender, race, nationality,
reputation, seniority, affiliation, familiarity, etc.) [6]. Whereas
a double-blind policy helps early career researchers not be
penalized for their lack of seniority [25] and increases repre-
sentation of female authors [11]. Double-blind may encourage
reviewers’ candor, impartiality, and freedom of expression,
however reviewers can be disrespectful or harsh while hiding
behind their anonymity [13], [60]. Open review may help
to mitigate the lack of accountability, credibility, and trans-
parency [48], [58], however it may increase the chances of
reviews being less honest, critical, and rigorous [6].

A major challenge to maintaining double-blind is de-
blinding of authors through various mechanisms such as social
media, writing style, research field, thesis, multiple “salami-
sliced” publications, self-citations, prolific publication history,
funding agencies releasing a list of research proposals, and
publishing on preprint servers [7], [9], [16], [20]. Two studies
show that there is a strong correlation between well-known
authors and the dissemination of working papers prior to
submission [9], [20]. To mitigate the challenges to the double-
blind peer review process, studies have suggested to weigh
other alternatives [16], [40] such as open review as it would
potentially promote shared responsibility between authors,
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reviewers, and Program Chairs to maintain the integrity of
the peer review process [7], [15].

Stelmakh et al. showed that novice reviewers tend to have a
bias against resubmissions [54]. Cabanac and Preuss evaluated
effects that lead to unconscious favoring of early-submitted
papers to the detriment of later submitted papers [12].

There have been studies related to the peer evaluation
process of specific fields. Ragone et al. analyzed peer re-
views and reviewers’ behavior in several review processes
in computer science and reported on a theoretical model’s
development, definition, and rationale for those processes [47].
Olsen Jr. published a research paper on evaluating user systems
research and pointed out that the reviewers of such papers
should give more importance if the study made important
progress and advanced the state-of-art [39]. In the biomedical
field, Haffar et al. presented various possible mechanisms by
which the peer review process can distort research results [21].
Squazzoni et al. aimed to promote peer review as an inter-
disciplinary research field and stimulate further quantitative
research on the current peer review systems [53].

Additionally, there have been studies focused on specific
venues together with their unique review processes [18], [26],
[33], [42], [46], [49], [52], [59], [62]. ACM Conference
on Human Factors in Computing Systems (CHI), Neural
Information Processing Systems (NeurIPS), and International
Conference on Software Engineering (ICSE) are considered
top-tier venues in their respective research fields. Mackay, in
their book, wrote about the review process that takes place
in CHI [33]. Wilson discussed the different expectations of
various venues and submission types, reviewers’ processes to
make decisions, and good techniques to produce reviews [62].
Shah et al. discussed the vast number of submissions that
NeurIPS receives and calls for an analysis of the peer review
system for improvement [49]. A survey of 241 authors and
PC members of ICSE 2014, 2015, and 2016 was conducted to
uncover that faulty reviews, insufficient time spent on reviews,
and unfamiliarity with the topic areas are the main issues in the
ICSE peer review system [45]. Unfortunately, the computer
security field lacks research on its peer review system. In this
study, we make an attempt to fill that gap and to be a spark that
can ignite further research. We interviewed 21 PC members
to investigate the double-blind peer review system of top-tier
security conferences.
Research paper quality. Besides the peer review process,
many studies have focused on improving submitted paper
quality and guidance on how to write research papers in
computer science [28], [31], [38], [50], [57]. In a peer review
course for CHI, Nacke provided hands-on advice on writing
papers with clarity, substance, and style [38]. Shaw analyzed
the abstracts of research papers submitted to ICSE 2002
and observed the Program Committee discussions to help
researchers design research projects and write papers in a way
that they would have a higher chance of acceptance [50]. Levin
and Redell pointed out the common problems that appear in
technical papers to help future authors avoid them [31].

In this study, we highlight the evaluation metrics used by

A: Research papers 
(New and Revised 
from last year)

B: Authors submit 
research papers 
through website

D: PC chairs read 
abstracts and intro 
to match papers 
with reviewers

E: Each paper gets 
assigned to at least 
3-4 reviewers

C: PC members 
(may) bid on papers 
they want to review

F: First round 
of reviewing

G: Early 
rejection*

H: Second 
round 

of reviewing

K: Final decision: 
1. Accept
2. Revise
3. Reject 

J: Some 
papers 

chosen for 
discussion

I: Author 
feedback 

and 
rebuttal

Figure 1. The reviewing process of a typical top-tier security conference.
∗Some conferences might not have an early rejection phase.

security reviewers while evaluating security papers and some
red flags for authors to avoid.

III. BACKGROUND AND OVERVIEW

In this paper, we study the peer evaluation process in top-tier
computer security conferences. Figure 1 illustrates how such a
process is typically conducted in top-tier security conferences.
A more detailed description of how security peer review works
can be found in Appendix A.

A. Background

For the readers’ convenience, we highlight two key topics
in our study: Rolling submissions and Delegation process.
Rolling submissions. Recently, top-tier security conferences
adopted a new model called rolling submissions. In this model,
a conference has two to four submission deadlines in a
year’s time. Authors can submit their research papers before
any of these deadlines. As a middle-ground between jour-
nal submission and traditional annual conference submission,
rolling submissions aims to help reviewers mitigate overloaded
reviewing tasks crammed in a short period (while allowing
authors more chances for submission).
Delegation process. Reviewers may delegate papers to exter-
nal reviewers due to reviewing overload, time constraints, or
topic unfamiliarity. The reviewer decides whom to delegate
and is responsible for the review quality. Top-tier conferences
allow delegation, although it remains controversial for various
reasons, which we will detail in the rest of this paper.

B. Overview

Our study is based on the following research questions:
RQ1. How does the community enforce and advance the Sci-
ence of Security through peer review? The peer review process
is crucial for any scientific community to evaluate merits in
scientific manuscripts. However, there is little documented
understanding of how the security community conducts its peer
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review. We show the internals of the peer review process in
security conferences from three perspectives: the criteria under
which reviewers evaluate papers (§ V), what responsibilities
reviewers have (§ VI), and the characteristics of high-quality
reviews (§ VII). Our answers will serve as the basis of
RQ2 and will help the community, especially paper authors,
understand metrics used for evaluating science and establish
reasonable expectations for reviews.
RQ2. What do experts think of the current security peer review
process? In recent years, top-tier security conferences adopted
some significant changes to cope with new challenges (e.g.,
record-breaking numbers of submissions) and long-standing
ones (e.g., low-quality reviews).

The perceptions of Program Chairs on such problems,
along with the feedback from PC members, drive changes in
the publishing processes of security conferences. Therefore,
interviewing experts (both Program Chairs and PC members)
from the computer security community will provide a holistic
view and add more nuance to the current peer review of top-
tier security conferences. Moreover, this will help the Program
Committee and security conference organizers identify areas
of improvement in the security peer review process.

We present and analyze the experts’ concerns with the
current peer review system in § VIII. Further, we focus on
a critical change that all top-tier security conferences adopted,
rolling submissions, in § IX. Finally, we discuss the experts’
opinions on a controversial topic: delegated reviews, in § X.

IV. METHODOLOGY

We conducted 21 semi-structured interviews with PC mem-
bers from top security conferences between November 14,
2019 and March 17, 2020. To obtain rigorous and exhaustive
qualitative results, we conducted interviews until new themes
stopped emerging [19]. Despite receiving an exemption from
our Institutional Review Board (IRB), we followed policies
and procedures designed for human research studies that
are specific to our institution. We anonymized all personally
identifiable information (PII) when transcribing interviews.

Participant recruitment. We first extracted all 585 PC mem-
bers who had participated in top security conferences between
2015 and 2019. We then built a pool of 313 PC members
who had served at least twice and randomly sampled 70 PC
members from the pool. We sent invitation emails in small
batches to not immediately exhaust our recruitment list1. Our
invitation emails contained details about the motivation behind
our study, the interview procedure, ethical considerations, and
potential benefits of the study. We sent consent forms detailing
the study once our participants signed up for the interview. In
total, we contacted 70 PC members and interviewed 21.
Data collection. Each interview lasted between 23 and 73
minutes, with an average interview length of 45 minutes. Apart
from 8 initial interviewees, all other participants received
two interview options: 25 minutes (short) or 60 minutes

1Inviting everyone on our recruitment list would unnecessarily inflate the
number of conflicts of interest when we submitted this paper.

Table I
PARTICIPANT DEMOGRAPHICS. WE DO NOT PROVIDE REVIEWING EXPERIENCE OF

INDUSTRY PROFESSIONALS TO AVOID DEANONYMIZATION. (†NO SURVEY DATA FOR

THIS PARTICIPANT)

ID Current Role Ever
been a
chair?

Estd.
Reviewing

Exp.
(Years)

Self-reported Research Interests

P01 Assistant Professor No 4 Security and Privacy

P02 Associate Professor No 4 Cryptography

P03† Industry Professional No - Security, Distributed Systems

P04 Associate Professor Yes 2 Hardware Security

P05 Associate Professor Yes 3 System Security, Hardware Security

P06 Assistant Professor Yes 7 Security and Privacy, Machine Learning

P07 Associate Professor Yes 6 Security and Privacy, Internet
Measurement, Data Science

P08 Professor Yes 11 System Security, Malware Analysis, Web
Security, Social Network, Mobile

Security, Privacy

P09 Associate Professor No 2 Cryptography, Provable Security,
Anonymity, Privacy Enhancing

Technology

P10 Assistant Professor Yes 7 System Security

P11 Assistant Professor No 2 Cryptography, Cloud Computing

P12 Professor Yes 4 Cybersecurity

P13 Industry Professional No - Malware, Cyber threats, Predictive
analytics, Risk, Privacy

P14 Assistant Professor No 1 Data-driven Security, AI Security,
Fuzzing, Data Analytics

P15 Associate Professor No 4 Cryptography

P16 Associate Professor Yes 9 Computer Security, Theoretical and
Applied Cryptography, Human Factor

Issues

P17 Professor Yes 11 Software Security, Network Security,
Privacy

P18 Professor No 3 Cryptography

P19 Associate Professor Yes 10 System Security, Network Security

P20 Associate Professor Yes 9 Software Security, System Security,
Network Security, Social Sciences

Studies

P21 Professor Yes 3 Cybersecurity, Privacy, Network Security,
Mobile Computing

(regular). We began providing the short interview option when
interviewees started sharing their concerns about the interview
length. We saw more responses from PC members to our
email invitations with explicit interview lengths. Overall, one
interview was conducted in-person while the rest were over
Zoom, Skype, or phone calls.

The primary researcher of this project conducted all the
interviews in a semi-structured style with the option to skip
or ask follow-up questions. The interviewer might skip a
question if they felt that the interviewee had already answered
that question. Our interview (see Appendix C for interview
questions) covered three topics: interactions of PC members
with the review system, evaluation metrics used by PC mem-
bers to review security papers, and recommendations from PC
members to write better security papers. Participants were free
not to answer any questions. Before conducting interviews,
we pre-tested interview questions with three pilot interviews
(whose data is not included in our results) and updated the
questionnaire accordingly. Besides the interview, our partici-
pants also completed a short demographic survey (details in
Appendix B). Table I provides demographic information of
our participants, including current roles, estimated years of
reviewing experience, and research interests. In total, we had
21 participants, where 9 participants had no prior chairing
experience and 12 participants had chairing experience.

Data analysis. We analyzed the data using an iterative open-
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coding process [55]. The primary coder crafted a codebook
in MaxQDA (software for qualitative data analysis) [3] and
identified themes by coding the interview data. The secondary
coder used this codebook to code all interviews, provided
feedback on the codebook, and worked with the primary coder
to adjust code definitions wherever required. After the coding
process, we compared both coders’ codes to determine inter-
coder reliability and calculated the Cohen’s Kappa coefficient
(κ < 0.7). We believe that a large amount of disagreement was
because of the varying answers to open-ended questions and
varying interpretations of the codebook. The final codebook
had 15 principal codes. Both coders re-coded the ten codes
where they disagreed to increase the reliability score and
achieve more conclusive results. After every five transcripts,
both coders would compare their codes, calculate Cohen’s
Kappa, and refine the codebook. Ongoing inter-coder reliabil-
ity score calculations helped to ensure that the coding process
did not unintentionally drift, mainly because the two coders
collaborated remotely (due to COVID-19). The Cohen’s Kappa
score for this study is 0.96, which is considered an almost
perfect inter-coder reliability score [30]. We also decided to
include manual sentiment analysis for questions where we
asked the participants about their thoughts on different topics.
The coders were instructed to weigh positive and negative
sentiments and assign an overall sentiment to each response.
We provide the complete codebook in Appendix D.

V. EVALUATION METRICS

To understand how reviewers evaluate the Science of Secu-
rity through peer review, we studied the reviewers’ evaluation
metrics and their priority. Here, we present evaluation metrics
and red flags that may negatively impact their decision on a
paper. Interested readers may find reviewers’ recommendations
on writing high-quality security papers in Appendix D.

A. Common Evaluation Metrics

During the interview, we asked our participants “What
evaluation metrics do you use to evaluate security papers?”
All participants answered this question. We created a list of
all the evaluation metrics with their prevalence in Table II.

We noticed that none of the evaluation metrics are common
to all of our participants. After novelty, mentioned by 90.47%
of all participants, the following common metric was only
acknowledged by 42.85% of our participants. This observation
aligns with our interviews, where P19 mentioned that:

So, security is an area where there are not any
kind of hardened established metrics for evaluating
security itself.

Next, we discuss metrics that were mentioned by more than
20% of participants. These metrics are sorted by their preva-
lence in descending order.
Is it novel? Here, our discussions are based on the participants
who check for novelty (17), advancement of the state-of-the-art
(7), and the research problem (7). Altogether, 19 participants
mentioned any of these three evaluation criteria.

Table II
EVALUATION METRICS (WITH THEIR PREVALENCE) USED BY OUR PARTICIPANTS TO

REVIEW PAPERS AT TOP-TIER SECURITY CONFERENCES.

Evaluation Metric Count Percentage

Is it novel? 19 90.47

Is it correct? 9 42.85

Was the evaluation self-contained? 7 33.33

Is it well-written? 6 28.57

Is the problem relevant to the audience and the
conference?

4 19.05

Is it practical? 3 14.28

Is it reusable or has any utility for the
community?

3 14.28

Does it have a discussion around related work? 3 14.28

Is it impactful? 3 14.28

Whether contributions are valid and support the
claims made? (internal consistency)

2 9.52

Is the paper well-executed? 2 9.52

Is it inspiring future research? 2 9.52

Does the paper answer the research questions? 1 4.76

To what extent are the questions answered? 1 4.76

Whether the paper provides deeper and
generalizable insights?

1 4.76

What is the proposed methodology? 1 4.76

We observed that our participants assessed a paper for
novelty in various aspects, such as having a novel problem, so-
lution, insight, method, technique, awareness, and comparison
with the state-of-the-art, or just something surprising, making
it a subjective metric. P19 and P08, supporting our observation,
mentioned that the assessment of novelty is in some sense a
judgment call. P19 continued:

Novelty is definitely subjective. This is something
where different reviewers will see different values out
of a paper. Novelty is possibly multi-dimensional in
itself in terms of, what are we learning from this,
and what information from this is valuable?

Fourteen of our participants reported checking for novelty
when evaluating security papers from top-tier conferences.
P01 does not expect the papers to be the firsts in their sub-
area, but the papers should provide a novel insight either by
addressing a novel problem or by providing a novel solution
to a known problem. P05, P06, P09, P10, P11, P14, and P21
emphasize the idea and research problem. P10 checks the
relevance of the problem, then looks for novelty in the solution
or key idea. P17 strives for novelty in terms of a new method,
attack, or an introduction of something unknown. Additionally,
P08 mentioned that they evaluate novelty in terms of the
interestingness level of the paper. For P09, the paper should
be exciting and must advance science.

Seven of our participants evaluated security papers for their
comparisons with and advancements over previous work, and
six of them also mentioned that they evaluate a paper for
novelty, excluding P04. According to P04, frequently, papers
ignore the state-of-the-art and only present their attacks or
countermeasures. Evaluating a paper against the state-of-the-
art helps a reviewer understand if the authors show unbiased

1849

Authorized licensed use limited to: ASU Library. Downloaded on December 22,2022 at 21:12:27 UTC from IEEE Xplore.  Restrictions apply. 



views and benefits of their research work. P19 shared their
approach in checking for novelty:

What’s the related work, who solves similar prob-
lems in the same or possibly different domains,
have the authors talked about those other papers
sufficiently? Is the nuance and difference between
them of sufficient delta?

Is it correct? Correctness was among the list of evaluation
metrics for nine of our participants. P01 placed novelty and
correctness at the top of their list to evaluate security papers.
According to P01, P08, and P18, an incorrect paper is a
weakness, and P08 said:

If it is wrong then it does not really matter what else
is in the paper.

P03, P08, and P11 also mentioned that they evaluated security
papers for technical soundness, correctness, and depth.
Was the evaluation self-contained? Seven of our participants,
P05, P08, P10, P12, P13, P14, and P19, emphasized the eval-
uations presented in the paper. According to P05, a security
paper should show that they have evaluated their work from
all angles:

From a performance point of view, from a security
point of view, and you have to be self-contained.
So, you have to use the evaluation to convince the
reviewer to say that hey, this work is really complete
and self-contained.

P19 mentioned that papers should use right benchmarks to
evaluate their work’s performance and P10 believed that
evaluations and analysis should support the conclusions drawn
in the paper.
Is it well-written? Six of our participants, P02, P03, P11,
P12, P16, and P21, considered writing of the paper as an
evaluation metric. P02 reported that well-written papers are
easier to be disseminated and understood. P21 requests authors
to spend enough time on the writing and presentation of their
papers. Moreover, P11 mentioned that a well-written paper ties
everything together and added that:

Something that is well-written, well-structured, has
good flow, can prepare the reader for what is coming
next, can help the reader ask the right questions or
provide the answers. This is always very welcome.

B. Red Flags of Paper Rejection

We asked our participants “What do you believe are some
serious misfits or red flags in a security paper that can get
it rejected?” Compared to evaluation metrics (§ V-A) where
the total number of metrics is only 16, there are 52 different
red flags mentioned by the participants, which are much more
diverse.

As security conferences are competitive, P09 stated:
We know that the acceptance rate is so low (at these
conferences) that sometimes there can be a tendency
from the reviewer side to look for reasons to reject
instead of reasons for accepting a paper.

Specifically, P09 reported that when one looks for reasons
to reject, they focus on the paper’s execution and not the

Table III
CONTENT-RELATED CRITICISMS FROM OUR PARTICIPANTS.

Not novel or insignificant

reinventing a known problem

Not novel
incremental papers

trivial advancement

resubmitting without making changes

uninteresting papers
Insignificant

lacking real world applicability

Mistakes in different sections of the paper

misleading title Title

not clearly outlining contributions
Introduction

not pointing out conceptual ideas

not explaining the methodology

Methodology

mistakes in the methodology

mistakes in formulas/algorithms

technical mistakes

not mentioning the attack model

not doing or describing experiments thoroughly

Experimentsimproper or insufficient or shoddy experiments

lacking proper execution

picking the wrong benchmark

Evaluation
evaluating on suitable conditions

not comparing against competing solutions

using the wrong dataset

incomprehensible results

Resultsnot mentioning a takeaway message

not mentioning or unclear limitations

plagiarism
Unethical

lacking ethical considerations in human studies

Incompatible venue

out of scope for a security venue Wrong fit

content. They stated that it is easy to find reasons to reject
a paper when it forgets to cite something, does not perform
experiments that reviewers like, or does not have the writing
of reviewers’ choice.

As the acceptance rate of top security conferences is very
low, most papers are rejected. Hence, P10 asks the reviewers
to fight the instinct of finding reasons to reject and frame
constructive and positive reviews. Also, the major/minor re-
vision outcomes in the current reviewing model are pushing
reviewers to write constructive reviews as the reviewers are
now looking for improvements.

We grouped 52 different red flags mentioned by our par-
ticipants in three main categories: content-related, argument-
related, and writing-related. Content-related criticisms include
the red flags mentioned by our participants about the objective
information contained in different sections of the paper and the
problem that the paper is attempting to solve, for example,
selecting the wrong benchmark for evaluations (Table III).
Argument-related criticisms include red flags concerning the
authors’ claims, such as contributions (Table IV). In Table V,
we present writing-related criticisms, including mistakes in the
writing and overall presentation of the paper.
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Table IV
ARGUMENT-RELATED CRITICISMS FROM OUR PARTICIPANTS.

Poorly argued

over-claiming or incorrect claims
Inaccurate

incorrectly building the expectation

not backing up the claims
Unsupported

not linking results with claims

not explaining or discussing the results
Unexplained

using raw data without explanation

unnecessary obfuscation
Obfuscation

hiding details of reproducibility

Relevance

unclear problem statement or motivation
Motivation

not motivating certain choices

non-thorough literature review

Related Work

not having a solid comparison with the
state-of-the-art

not showing competency in the topic

not being aware of the related work

not treating literature fairly or not objective
comparison with literature

not having a convincing security argument
Application

not having clear security application

Table V
WRITING-RELATED CRITICISMS FROM OUR PARTICIPANTS.

Poor writing

bad writing

Poor Writing

incomprehensible writing

rushing papers

ineffective communication

writing inconsistencies with multiple authors

having bad grammar Poor English

having bad or colloquial language Jargons

incomprehensible graphs, tables, figures Graphs, tables, figures

C. Evaluation Metrics Consistency

Reviewers are not always assigned papers from their core
area of research. In such cases, participants P01, P06, P07, and
P16 would often provide their judgment to the best of their
abilities in the form of high-level reviews as it is difficult for
them to properly review the state-of-the-art in a short amount
of time. However, P10 and P17 mentioned that if they receive
a non-core paper to review, it would most certainly mean that
the paper is not fit for the venue, and it was assigned because
someone had to review it. Frequently, reviewers would reject
such papers with the suggestion to submit to a different venue.

We asked 16 of our participants if their evaluation metrics
stay consistent when evaluating security papers. Nine of them
reported trying to be consistent with evaluation metrics for
top-tier security papers, whereas six did not. Moreover, P03
reported that they try to be consistent such that each paper
receives a fair review. Five participants reported that they lower
their expectations, sometimes for novelty, when reviewing
security papers from non-top-tier venues, but the correctness
and other evaluation metrics they use stay consistent.

Furthermore, P04, P11, P14, P15, and P19 mentioned that

they change their evaluation metrics based on the type of
paper. P15 wished to be consistent with their evaluation
metrics, but they review papers from a broad spectrum, making
it challenging to apply the same rubric for every paper. P11
added that every paper has its own story to tell, and factors,
such as stress and emotion, take effect when reviewing a paper.
Although P01 does not customize their evaluation metrics for
top security venues, they mentioned that reviewers have to
customize their evaluation metrics because security papers are
unique, and established benchmarks do not exist.

VI. RESPONSIBILITIES OF PC

Reviewers of security conferences evaluate the submitted
papers in a peer review, double-blind fashion. Once accepted,
these papers become part of the knowledge base that other
researchers refer to while conducting their research. Hence,
it becomes crucial to understand reviewers’ responsibilities
as they filter and accept papers to be published at security
conferences. In this section, we report the primary responsi-
bilities discussed by our participants. We also report findings
specifically from chair participants and non-chair participants
to highlight perspective differences, wherever possible.
Accept papers of quality. Nine of our participants, including
five chairs and four non-chairs, ensured that the accepted
papers are of quality. According to our non-chair participants,
P01, P02, P03, and P11, a high-quality paper can have one
or more characteristics: advancing the field, novelty, having a
significant breakthrough, being well-written, or having some
unseen technique. However, some of the characteristics of a
high-quality paper mentioned by our chair participants, P05,
P06, P08, P16, and P19, included: novelty, correctness, well-
written, significant contributions, interest to the community,
helpfulness to society, advancing the field, meeting the bar set
by the conference, standing out in the area, having substantial
evaluations, or having scientific implementation.

From our analysis, we observe that Program Chairs have a
very fine-grained approach to evaluate papers for high quality.
Provide constructive feedback. Six of our chair participants
considered providing constructive feedback to authors as one
of their primary responsibilities, whereas only two of our non-
chair participants mentioned this. Our participants believed
that reviewers must show how a paper can be improved and
explaining this concept, P17 stated:

What kind of extra experiments are needed, where
some of the numbers need additional support, or
where the explanation could be improved, or even
simple things like typos or whether the paper struc-
ture needs to be changed.

P10 also believed that constructive feedback could be ex-
tremely helpful to the authors at any stage and said:

...helping the authors with feedback to improve their
papers in the best possible way. Be it for the final
version, for the next iteration, for the revision of the
paper, and so on.
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Moreover, P04, P19, and P20 shared that reviewers often forget
to provide valuable, constructive feedback, especially those
who are new to the reviewing process.
Evaluate correctness, novelty, and validity. Among the
responsibilities of PC, nine participants mentioned that the
correctness of security papers is critical to evaluate. P12 stated
that their responsibility as a reviewer also includes validating
the correctness of the paper’s approach. Our chair participants,
P04 and P07, considered checking for validity as one of
their primary responsibilities. P07 stated that they evaluate the
validity of papers by checking if the claims made in the paper
follow the evidence shown.

Eight participants mentioned checking for novelty in secu-
rity papers. P20 defines novelty as:

Traditionally speaking, something that has not been
published in a peer-reviewed setting such as a jour-
nal or a conference.

Review and advocate papers fairly. Two of our non-chair
participants, P11 and P13, considered fair assessment of the
security papers as one of their primary responsibilities as
reviewers. Another non-chair participant, P15, believed that
reviewers should also be fair in their representation and
advocation of papers during the discussion phase after the
reviewing phase. None of our chair participants reported fair
assessment as their responsibility.
Help shape the best program. Only our chair participants,
P06, P10, and P17, firmly believed that the responsibility of
reviewers does not end at inserting their reviews in the system,
but they should also support Program Chairs in assembling the
program by formulating recommendations and coming up with
a set of papers that can be presented at the conference.

VII. CHARACTERISTICS OF HIGH-QUALITY REVIEWS

Reviews are crucial for the peer review process as they are
the only interface where reviewers present their assessment
and suggestions of a submission. In our study, we observed the
following review characteristics acknowledged by reviewers.
Providing constructive and actionable feedback. Twenty
participants mentioned that a good review should provide
constructive and actionable feedback. P02 reported that it
is important to have a review that suggests improvements,
inspires other ideas, or even offers different points of view
on the results. They added:

What I would not like to have is only an opinion
that says, I don’t think this is an interesting result
or technique. I think that is the most useless one.

Moreover, P18 mentioned that a constructive review can help
improve even the bad papers for their next submission.
Being detailed and informative. Twelve participants stated
that a good review should be detailed with explanations and
informative to not just the authors but to the entire PC. P09
mentioned that based on a review other PC members should
be able to provide their opinions on the paper. Participant P01
compared review writing with paper writing and said:

I feel that writing a review is just like writing a
paper. In that, you establish a position, you make

some claims regarding that position, and then you
provide evidence to support that position. If any of
these things are missing, it is not a good review or
a good paper.

Being comprehensive and well-structured. P10 stated that a
good review should evaluate a paper against all dimensions—
the problem, the idea, the contribution, the impact, the execu-
tion, the evaluation, and the comparison against prior work.

P20 provided a guide to write well-structured reviews: First,
the review should demonstrate that the reviewer understood the
paper and summarize the decision. Then, the review should list
the strengths and weaknesses of the paper along with neces-
sary pieces of evidence. The review should have a thorough
explanation for each comment and provide suggestions on how
to fix issues. Finally, the review should end with comments
on the language and typographical issues of the paper.
Being clear and carefully written. Six participants con-
sidered that a good review should be clearly written. A
review should not be riddled with incorrect statements and
typographical errors. A review is a report that should be self-
contained and understandable to the readers.

P11 reported that they re-read their reviews after they are
drafted to ensure that they do not come across incorrectly. P16
mentioned that they spellcheck and proofread their reviews to
ensure that they do not sound “grumpy.” P15 stated that even
if they are going to reject a paper, they will try to be as humble
as possible and make constructive comments.

P18 and P20, our chair participants, shared a tip for writing
positive and constructive reviews: Stay in a good mood. P20
added that reviewers should show empathy in reviews and
imagine that they are reading reviews to someone in person.
Being objective. Nine participants stated that objectivity is
essential with review writing. Participants P06 and P13 men-
tioned that the reviews should avoid subjective remarks such as
“I do not think you are advancing the field or this application
is not relevant” and “I do not like the results.”
Including a paper summary. Eight participants believed
that having a summary statement is crucial to portray the
understanding of the paper. P04, P07, P15, P19, and P20
consider that the paper summary helps other reviewers in the
discussion phase and the authors when they see that reviewers
have understood their paper. P15 further added:

... and some people do not really do that well (write
a summary statement about the paper), and I think
it affects the quality of the review.

Being anonymous. P08 and P17, our chair participants, take
certain precautions to not de-anonymize themselves because
they believe that if one always writes their review in the same
style, it is easier to identify them. To maintain anonymity, P08
refrains from suggesting authors to include citations to their
work, and P17 varies their review writing style.

VIII. SYSTEMIC ISSUES WITH THE REVIEW PROCESS

As reviewers regularly interact with the review system,
they may have complaints or expectations about it, which can
highlight to conference organizers specific issues that need
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attention. In this section, we report our participants’ opinions
on the current state of the review process.

Randomness. Participants P02, P06, P07, P09, P11, and P20
complained about the randomness in reviews for papers that
reviewers do not unanimously accept or reject. For papers
in the gray area, reviewers’ decisions are subjective and
seemingly random. Randomness exists in the review system
because PC members may draw very different conclusions on
the same paper. P07 mentioned that randomness is the result
of priorities set by reviewers and added:

My main concern is you would not be able to use
papers that are accepted in selective conferences the
same way you have been using them in the past to
signal quality and academic excellence.

P11 mentioned that authors might be motivated to game the
system because of randomness in reviews, even at top-tier
conferences. Authors can keep submitting until they get lucky
with reviews such that their paper gets accepted. P07 reported
that there is a considerable amount of randomness in who gets
to review, what they think, how the discussion goes, or who is
advocating the paper. P07 added that reviewers could not be
angry at authors who try to game the system until the review
system is sufficiently deterministic. They further commented:

If we can be more accurate in our reviews, then yeah,
it (gaming the system) is a horrible thing to do. But,
we are not; it works. And so, somebody whose job
depends on getting these papers in, why would you
blame them for doing something that works.

Usefulness of reviewing history. Chair participants P06 and
P17 find it useful to carry over reviews to other conferences.
P06 believed that reviewing history can serve two purposes:
(a) reviewers can hold authors accountable when they do not
make any changes to their papers during re-submission, and (b)
reviewers can identify if previous reviews were unfair. Accord-
ing to P17, reviewing history ensures that the same reviews
are not repeated because most top-tier security conferences
have an acceptance rate of about 20%. If 80% of papers are
getting rejected and re-submitted to somewhere else (without
improvements), reviewers’ reviewing effort is lost.

Re-submission with unfair reviews is acceptable. P01, a
non-chair participant, had different views on reviewing history
and reported that they do not like conferences asking for prior
reviews. Sometimes reviews are of bad quality and without any
constructive feedback or with incorrect criticisms. Criticizing
prior reviews is difficult for authors as it would “send a
negative connotation to reviewers.” Authors may mention that
prior reviews were constructive, but when new reviewers find
out that the authors did not make any changes to their re-
submission, the reviewers would feel that the authors did not
meaningfully address prior criticisms. This is a dilemma for
authors, and P01 believed that in such scenarios, re-submission
without providing prior reviews is the only option.

P06, P11, and P15 also mentioned that re-submission of
papers without changes is acceptable as long as the authors

justify that they received wrong, unactionable feedback or their
paper was judged unfairly.

Need for accountability. Participants P10 and P11 reported
that the current reviewing system lacks accountability of re-
views and some reviews are opinionated or incorrect. Accord-
ing to P11, regardless of the review being good or negative,
the reviewer must be responsible for their review, and an ideal
solution is open reviews. P17 suggested having open reviews
to increase reviewers’ responsibility to write good reviews.

Huge reviewing load due to being on multiple PCs. Four
of our participants, P04, P11, P12, and P19, mentioned that
reviewing load drastically increases if a reviewer serves on
multiple PCs. P12 explained that when a reviewer reviews too
many papers, they can not put enough effort into understanding
everything, which is why review quality may vary a lot from
person to person. They added that everyone has a capacity and
suggested that top-tier conferences should limit the number of
papers a reviewer reviews in a year.

Scalability challenges with rolling submissions. P10, a chair
participant, said that there is still much redundancy with rolling
submissions because many papers that get rejected from one
conference get reviewed verbatim by other PC members at
other venues. Re-submitted papers increase reviewers’ work-
load and pose huge scalability problems to conferences.

Need for a balanced PC. P12 mentioned that sometimes
there is a lack of suitable matches for papers within a PC and
added that reviewers should not review papers that are outside
their areas of expertise. P03 wished to have more qualified
reviewers for intelligible feedback.

On the contrary, another chair participant, P17 believed:
There is also a time when a paper is not a good fit
for the conference because if there is no PC member
to review this paper in a meaningful way, then this
probably is not the right audience for this type of
paper.

Such papers are typically not in the core focus of Call for
Papers and hence, out of scope for the program attendees.

Need more objectivity from reviewers. Participant P10
mentioned that the security community is impact- and hype-
oriented, and the reviewers favor such papers. P12 stated that
some reviewers have technical and research biases, which
usually reflect when reviewing new ideas. P20 mentioned
that the security community has reviewers with philosophical
biases against certain areas of research and added:

I think it’s very hard to divorce a reviewing system if
the community is not huge and everyone knows each
other, even if it’s double-blind. I mean, it’s difficult
to fix social problems with cabals that are accepting
each other’s papers.

P12 mentioned that favoritism is the most common problem
in security conferences. P17 acknowledged that both double-
blindness and peer review have problems and added:

It might not always be really objective. There are
of course humans involved so, they could also give
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sometimes wrong decisions, but I haven’t seen any
proposal on how to improve the process significantly.

A shift in PC discussions. PC discussions are an essential part
of the peer review in security conferences and can considerably
impact a paper’s outcome. Although our questionnaire did not
cover the topic of PC discussions, eight participants shared
their concerns and opinions.

PC discussions are more important than review writing for
P06. Additionally, P20 mentioned that borderline papers are
challenging to be reviewed in isolation such that outcomes
vary among reviewers. Hence, articulating one’s case and
advocating for or against the paper is critical for the selection
process. Frequently, a strong champion or detractor can make
or break a paper. P05 shared that if junior PC members
are intimidated by seniors, they might not speak freely or
fight against them. Such an issue defeats the purpose of PC
discussions—to decide the outcome collectively.

P10 stated that with major/minor revision outcomes in
the revised model, reviewers could avoid prioritizing one
dimension over the other and communicate the improvements
in each dimension to the authors. However, P13 mentioned
that reviewers are much less invested in online discussions.
In the previous model with physical meetings, a reviewer
would go through other reviews to judge their review, see if
they missed something, and afterward discuss the paper in
front of other PC members. P17 reported that reviewers are
confined to the assigned papers in the online discussions and
do not have a broad overview of other submitted papers. They
appreciated the active discussions around submitted papers and
the bar on expectations in the previous model. P17 added
that PC discussions help bring new faculty into the reviewing
community by discussing the reviewing structure and their
responsibilities.

Negative sentiments. When asked about the current state of
the review system in security conferences, thirteen of our
participants shared negative sentiment, including five non-
chair participants (P03, P11, P13, P15, P18) and eight chair
participants (P05, P06, P07, P10, P12, P16, P17, P20). When
P12 was asked about the review system, they said:

The review system that we have currently is broken,
and it is not systematic in the way that papers are
reviewed.

P20 mentioned some issues in the review system and said:
It is a flawed system, but like democracy, we do not
have a better system to replace it.

Positive sentiments. Only four participants, P08, P09, P14,
and P21, thought positively of the current review system. P08
stated that even though security is growing as a community
and there are more submissions, reviewers are still spending
much of their time writing great, extensive, and meaningful
reviews. P21 appreciated that reviewers provided constructive
feedback, even for papers they did not like. P09 expressed
their happiness for attempts made by our community in trying
to innovate itself and moving to a rolling submission system.

They added that the community is learning how to use it better,
but as researchers, we should be willing to experiment a little.

IX. ROLLING SUBMISSIONS

We asked our participants about their experiences with this
new shift to multiple rolling deadlines. Here, we share our
participants’ opinions on rolling submissions from authors’
and reviewers’ perspectives except from two participants (P03,
P12) who did not experience rolling submissions.
Blessing to authors. Ten participants considered rolling sub-
missions good for authors, including four non-chair partici-
pants (P01, P02, P11, P18) and six chair participants (P04,
P07, P08, P10, P16, P17). P01, P04, P07, P10, P16, and P17
reported that authors have more flexibility in what they want
to submit, when, and where with rolling submissions. P10’s
research group’s submission quality has improved as they have
no pressure to submit papers on a given deadline. P16 strongly
believed that the previous system of the single deadline was
the least good from the authors’ perspective.

However, P02, P04, P17, and P21 recognized that multiple
deadlines can allow for procrastination and authors can get
more relaxed. P17 and P21 added that authors could miss
several deadlines because of postponing their submissions.
Negative sentiments from reviewers’ perspective. Partici-
pants P07, P14, P17, P18, P19, and P20 reported that workload
distribution has increased with rolling submissions. They felt
an increase in workload even though the number of papers
to review per day remained the same because with rolling
deadlines review turnaround times have been reduced, and our
participants find it difficult to manage.

Non-chair participant P15 reported that they accepted papers
with more confidence having a longer time to review and
believed that putting the committee under time pressure would
eventually decrease review quality. P07, a chair participant,
mentioned that it has become difficult to write satisfactory
reviews with more papers and less time to commit.

P01, P08, P09, P10, P13, P17, P18, and P19 complained
that they keep getting papers to review. P01, P08, and P10
also mentioned how strenuous it must have been to be on the
PC when Oakland had monthly deadlines (2018–2020).

Participants P04, P18, and P19 expected that reviewers
could get exhausted with rolling deadlines and P18 believed
that self-motivation was essential to be on the PC. P04 added
that it could be challenging for Program Chairs to keep the
reviewers engaged throughout the review process. Exhaustion
may also affect the review quality, and there is a high chance
that experts do not participate if the workload is too heavy,
resulting in gaps in expertise.

P09 complained that the rolling deadlines model forgets how
significant the paper is and only focuses on how ready the
paper is for publication. P09 is worried that later submission
rounds might receive a positive boost because they might have
accepted fewer papers in earlier rounds.

Overall, according to P07, it has been a growing pain in
switching from single shot to rolling submissions. They stated:

1854

Authorized licensed use limited to: ASU Library. Downloaded on December 22,2022 at 21:12:27 UTC from IEEE Xplore.  Restrictions apply. 



Just getting used to the details of how do you
assign PC members? How do you return reviews
and talk? How do you motivate authors to submit to
any of them as opposed to the last deadline? Once
everybody has figured it out, it is not a hard problem.

Positive sentiments from reviewers’ perspective. Non-chair
participants P01 and P02 mentioned that they could review
papers more fairly as they would not exactly know what they
compete against. Five participants believed that their review
quality increased because of workload distribution throughout
the year, and they could focus more on the details of the paper.

According to our participants (P01, P10, P17, P19, and
P20), a benefit of having rolling submissions is the possibility
of dialogue with the authors and conveying reviewer expecta-
tions to revise the paper instead of having the vicious cycle
of rejection and resubmission. According to P10, the revised
model with major/minor revision is pushing reviewers to write
more constructive reviews and added:

This revised model is pushing more people to write
reviews where you (reviewers) are by construction
more constructive and positive towards papers be-
cause they’re fighting perhaps the common instinct
to find reasons to reject.

To add to this, P20 and P10 mentioned that overall paper
quality also increases because now reviewers can ask for
improvements when they see potential in a paper.

X. REVIEW DELEGATION

Reviewers may delegate their reviews to Ph.D. students,
postdocs, and other external experts. With the increase in
delegation and the opaqueness of the process, delegation has
become one of the most controversial topics in the community.

In our study, all nine non-chair participants and nine out of
twelve chair participants mentioned that they have participated
in delegation in some form. In this section, we will unveil
the delegation process and present the reviewers’ opinions on
delegation.

A. Delegation Process

The purpose of delegation. The participants mentioned two
following purposes:
• Training students. Seven participants believed that del-

egating reviews is essential for students’ personal devel-
opment. Participants P01, P06, P18, and P19, delegate
reviews even to younger Ph.D. students because they
believe students should learn how to review early on. P18
stated that if students read other papers, they focus on
the results and techniques and wonder how to use them
in their research. However, if they have to write a paper
review, they might “focus much more on using different
ways to make that paper more understandable.”

• Leveraging external expertise. Participants P04, P09,
P10, P13, P16, P18, and P20 stated that they seek external
help in case of low confidence. P04, P13, and P20
consult with external reviewers after getting permission
from the chair or only if they were allowed to assign

external reviewers from within the reviewing system. P10
mentioned that reviewers need to be accountable for their
reviews. They added that full delegation would be a great
idea only when the reviewers know an expert in that area
and Program Chairs can open a slot for additional review.

Notably, although participants delegate reviews to external
reviewers, they object to complete delegation. P12 reported
that top conferences have papers with controversial and novel
ideas, so reviewers should “never opt for complete delegation.”
Selection of the delegatee. Ten participants mentioned that
they select the delegates based on their expertise on the
subject matter. P14, P16, P18, and P21 mentioned that they
only delegate to senior Ph.D. students as they have higher
confidence in reviewing papers. Three participants described
their approach in deciding whom to delegate. P12 would read
the paper first, beginning to end, and then decide whom they
would want to delegate. P09 would delegate to other members
in their group, Ph.D. students, post-doctoral researchers who
are “very willing” to do the reviews. P07 would show their
students paper titles and abstracts and ask them to pick the
papers they would like to review.
Handling the delegation process. Ten participants stated that
they do not submit their delegated reviews without supervision.
P02 and P09 reported that PC members should try and under-
stand the paper, because, as reviewers, they have to understand
how that paper relates to other submitted papers and the state-
of-the-art. There is a chance that not many people are active
in PC discussions if a paper only receives delegated reviews.
When P19 assigns papers to their students, they also explain
confidentiality and other reviewing-related concepts.

Other participants delegating reviews to students wrote
reviews in parallel. They gave their students an earlier deadline
and discussed with them paper strengths and weaknesses. They
provided their feedback on students’ reviews. P19 mentioned
they would anonymize other reviewers’ reviews and send them
to the students to explore different perspectives.

B. Opinions on Delegation

Negative sentiments. While seven out of twelve chair partic-
ipants (P04, P08, P10, P12, P16, P17, P20) showed negative
sentiment on review delegation, only two of our non-chair
participants (P13, P14) shared the same sentiment.

P20 stated that delegation is abused a lot within the security
community and is considered a tradition. Senior members
may not agree to be on the PC if they could not delegate.
Such pushback from senior members can hurt the program,
especially when the Program Chairs are trying to balance the
PC with a range of seniority. Program Chairs may not receive
reviews on time if they forbid delegation. P20 mentioned that
Program Chairs could decide not to invite reviewers when they
ignore the rules and concluded with:

But in practice, it doesn’t really hurt people as black
lists are kind of ad hoc and irregularly enforced.

P04 and P17 strongly believe that PC members are invited to
the committee for their expertise and not somebody else’s.
P17, P08, and P20 mentioned that PC members need to
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offer valuable comments on the papers during online PC
discussions. If any reviewer had not read the paper or had
not written their review, they would not be adding anything
constructive toward making a value judgment for the paper.
P20 continued and added that PC members should write
reviews on their own to ensure quality and their reputation.

P12 and P13 do not like when PC members, especially
senior reviewers, completely delegate to students who are not
experts in the papers’ topic area. According to P12:

It will be unfair for the authors, and it will be unfair
for the students because they will not learn how to
evaluate. So, it is not good for either.

P16 and P18 reported that the community is tired of PC
members who delegate everything to students and postdocs
and still get rewarded for being on the PC. P18 believed that
it is terrible when reviewers outsource the reviews and add PC
memberships to their CV.
Positive sentiments. While seven out of nine non-chair par-
ticipants (P01, P02, P03, P09, P11, P15, P18) shared positive
sentiments, only four out of twelve chair participants (P06,
P07, P19, P21) shared the same sentiment. P15 reported
that reviews should be delegated to experts to ensure high-
quality. They added that PC members should participate in the
delegation process to increase the review quality and not as an
excuse to do no work. They continued advocating delegation:

We (reviewers) try to be as expert as we can and
cover as many areas as we can, but we cannot be
an expert for everything that lands on our desks.

P06, P19, and P21 reported that delegation is essential for
the education and training of future reviewers. If students do
not have reviewing experience before being on a PC, they
would not know what to do and may affect the entire system.
P06 also believed that students should know how the review
process works, how experienced reviewers write their reviews,
and how reviewers interact during PC discussions.

XI. RECOMMENDATIONS

In this study, 21 security reviewers shared their insights
and concerns regarding the current reviewing system of top-
tier security conferences and described a number of concrete
suggestions which are presented in Table VI. In this section,
we discuss several recommendations—inspired by our partic-
ipants’ suggestions, but further expanded based on our own
deliberations and analyses of different options—to the security
community. These recommendations should not be taken as
mandates, but rather as starting points for deeper discussions
within the security community.

Focus on review quality when mentoring novice reviewers.
Our participants suggested expanding the Program Committee
for various reasons: overwhelmingly increased reviewing load
(P01, P07, P21), discouraging delegation (P02), and balancing
expertise between reviewing cycles (P11). Moreover, seven
of our participants delegate reviews to students for training
purposes and P19 provides anonymized reviews from other
reviewers to students to explore different perspectives (§ X).

Notably, reviewers might introduce bias when teaching stu-
dents to review from their experience and not universally
accepted best practices.

IEEE S&P organizes student/shadow PC intending to edu-
cate Ph.D. students and post-docs about the reviewing process.
Although the 2017 IEEE S&P report suggests that students
were more negative than seniors, they do not evaluate students’
performance in terms of their review quality, perhaps the
most critical metric for success of the conference peer review
process [41]. Proceedings on Privacy Enhancing Technologies
(PoPETs) provides opportunities for recent graduates and
senior Ph.D. to contribute as external reviewers [1]. They
believe direct participation in the review process is the most
effective way to train novice reviewers.

To address the problem of reviewing overload with a
scarcity of qualified reviewers (P08), we recommend that con-
ferences recruit reviewers through a vetting process inspired
by the shadow/student PC processes [17], [24], [44]. Early
career reviewers may start as Probationary PC members, with
senior PC members (e.g., as part of a Reviewer Mentorship
Committee) mentoring them through the peer review process
and evaluating the quality of their reviews. After a satisfac-
tory performance as a probationary member, reviewers may
become full PC members.

Assist reviewers in performing timely reviews. Authors
expect constructive, actionable, detailed, and timely feedback
from their reviewers. However, we observed that reviewers
could not start reviewing early on because of various commit-
ments (e.g. P02: But, let’s say I don’t postpone everything to
the end... and P17: Of course, I want to review early but quite
often I did not). P09 suggested that reviewers could decline
conference invitations to reduce workload but younger faculty
are ambitious and accept all invitations because of the pressure
of building their CV while in tenure-track positions.

To assist security reviewers with timely reviews such that
they do not have to engage in last minute delegation or provide
last minute high-level reviews, we make certain recommen-
dations. First, to ensure adequate resources of individual
reviewers, Program Chairs can request that reviewers limit
the number of PCs that they serve on concurrently (P12) in
addition to ensuring that the reviewers do not have scheduling
conflicts and are well aware of the format before accepting
the invitation. Second, to avoid overwhelming the reviewer,
conferences can assign papers in more batches with a shorter
turnaround time (e.g., through more reviewing rounds)2. Third,
to help individual PC members start their reviews, Program
Chairs can ask reviewers to submit paper summaries early,
ensuring that reviewers do not postpone starting to read the
paper until the last minute. Lastly, P08 stated that the frus-
tration of last-minute, late, and bad reviews could be solved
by leveraging more automation in managing the reviewing
process (e.g., better and automated paper-reviewer matching,
timely and automated reminders to submit reviews on time).

2Additional rounds may also mitigate problems caused with reviewers not
returning reviews during early rounds of reviewing.
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Reward and recognize good reviewer behavior. Reviewers
provide their volunteer effort to select good science from
the submitted papers. P13 complained that some reviewers
are consistently negative in their reviews and mentioned that
conferences could be stricter with regulations if reviewing
were to be compensated. We make two recommendations to
Program Chairs to recognize good reviewers: (1) Leverage
characteristics of high-quality reviews (§ VII) to design a list
of quality indicators. Program Chairs could assess if reviewers
are consistently negative and not invite them for future review-
ing cycles. (2) Monitor reviewers’ performance by tracking
certain variables such as the number of papers reviewed, time
since the last paper was assigned, average review turnaround
time, review length, inter-reviewer agreement, participation
in rebuttals and discussions, and review quality. Better the
reviewer’s performance, better the likelihood of them receiving
more invitations to review, not forgetting that there should be
continuous monitoring.

Program Chairs can create a systematic reviewer recognition
process by using quality indicators. PC memberships are cru-
cial for reviewers’ academic success: if bad reviewer behavior
were to reliably impact a reviewer’s PC invitations, they would
be more disciplined toward it. Moreover, good reviewing can
be recognized by Program Chairs with a letter describing the
reviewer’s valuable contribution, which reviewers may use
when being considered for promotion. Even outside of the
context of promotion, a visible recognition such as a Good
Reviewer award may motivate reviewers to strive for quality
in their reviews.

Make authors accountable for their submissions. P06
and P13 strongly believe that authors who resubmit without
changes, without a justification, and try to game the system,
should be penalized. P06 shared that at the Conference on
Neural Information Processing Systems (NeurIPS), those who
submit commit to being external reviewers, making authors
accountable for their submissions.

As some authors might be hesitant to submit their previous
reviews (§ VIII), we believe that organizations of top-tier
security conferences could come together and build a shared
database to keep track of each paper in the reviewing pipeline.
This system could detect and flag if a submitted paper crosses
a certain match threshold with another paper. To handle false
negatives, more than one reviewer would be assigned to review
flagged papers. Program Chairs would have to ensure that new
reviewers consider review history as additional information
without any bias.

Social media makes it difficult to enforce double-blind. P10
and P12 both mentioned that double-blind does not stop people
from exchanging their papers for “comments and reviews”,
including on social media platforms such as Twitter. P12
and P20 additionally believe that this can impact reviewer
impartiality. Un-blinding of authors has been explored in prior
work [7], [9], [16], [20], [27]. In double-blind peer review,
authors’ identity and affiliation are not revealed until after the
paper is accepted but social media seems to be a threat to

double-blind [9], [20].
To preserve this, Program Committees need to consider

the dissemination of information on social media and shar-
ing among non-collaborators while designing their Call for
Papers. Alternatively, the community should honestly discuss
if double-blind can stand in the face of social media, and how
to ensure that double-blind remains.

Meet with the community to listen, identify, and reflect.
The security community should create spaces to foster com-
munication beyond those participants who happen to be in the
conferences. For example, the IEEE S&P change to rolling
submissions was accompanied by an extended community
discussion period carried out on GitHub [2].

Having a vast audience for such meetings, including new-
comers, authors, reviewers, and conference organizers, will
help illuminate different perspectives on the reviewing process
of security conferences. Such meetings might help reach a
consensus on what modifications are needed to improve the
review process.

XII. LIMITATIONS AND FUTURE WORK

Our study has certain limitations, and here, we discuss those
in detail, along with the specific methods that we employed to
mitigate them. We also discuss opportunities for future work.
Generalizability. We study the peer review process specifi-
cally in security; however, our results may not be generalized
to all other fields of research. Moreover, there are many sub-
areas of security, and it is challenging to recruit participants
from all sub-areas of security. Researchers could repeat our
study focusing on a specific area to understand and provide
security sub-area-specific criticisms and recommendations.
Social desirability bias. Participants can share their thoughts
partially, present themselves more favorably, or withhold infor-
mation in self-report studies. Though none of our participants
stated that they would be disrespectful in their reviews, the re-
ality might differ. Future research can observe PC discussions
to strengthen our results and investigate reviews of rejected
papers to improve the understanding of red flags.
Non-response bias. We contacted 70 potential participants,
and only 21 accepted our invitation. 49 out of 70 refused or
did not respond to our recruitment email. Information from
non-participants could have affected the outcome of this study.
Recall bias. We asked our participants questions on overall
reviewing experience, evaluation metrics, unique perspective
toward the review system, and typical features they look for
in security research papers. Participants might have had trouble
recollecting every detail from the time when they last reviewed
top-tier security papers.
Interview time limitation. We initially designed an hour-long
interview; however, it was challenging to recruit some of the
potential participants. After getting rejections only because
of interview time, we shortened our interview to 20 minutes,
prioritizing the data collection. Even though we observed an
increase in participation, our participants might not have had
sufficient time to respond to later questions.
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XIII. CONCLUSION

In this work, we presented reviewers’ opinions and concerns
on the current reviewing system adopted by top-tier security
conferences. We conducted an exploratory qualitative study
with 21 experts of the security community to understand the
peer review process, discover issues, and explore potential
improvements. Our findings reveal that security Program Com-
mittee members have genuine complaints about the security
reviewing system, and the security community should address
them. We hope that this paper encourages the computer
security community to bring more focus on its peer review
process.
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APPENDIX

A. Background

a) Paper-Reviewer matching process: Researchers sub-
mit their unpublished or revised works in any area of security
and privacy field to security conferences. A typical top-tier se-
curity conference has two to four reviewing cycles, and authors
can submit their research papers to any of those reviewing
cycles (A,B in Figure 1). Once the submission deadline has
passed, initial filtering is done to check if submitted papers
comply with conference submission guidelines and if there
is any violation of the call for papers. All the conference
submissions should meet the submission policies mentioned on
the conference website, such as paper formatting, conflict of
interest, anonymous submissions, ethical considerations, and
concurrent submissions. Also, papers that fail to show a clear
application in security or privacy are considered out of scope
and not a good fit for the conference. Remaining papers are
then assigned to PC members by the Program Chairs using a
specific mechanism where they match the paper with an expert
PC member in that area, mainly by reading the abstracts and
introductions of the submitted papers (C in Figure 1). Program
Chairs try their best to match the submitted papers’ area with
the expertise of the program committee, which in turn helps
reviewers provide detailed feedback on the technical aspects
of the paper. PC members may also be interested in reviewing
certain papers and, therefore, bid on them (D in Figure 1). The
top portion of Figure 1 depicts the paper-reviewer matching
process in a graphical form.

b) Decision-making process for submitted papers: Three
to five PC members typically review a submitted paper (E,F
in Figure 1) in a double-blinded fashion: author names are
unknown to the reviewers and vice versa. Security conferences
typically have two rounds of reviewing, and some conferences
may send out early reject notifications (G in Figure 1) after
the first round of reviews. Papers that are not rejected in the
first round advance to the second round of reviewing, where
reviewers review and discuss them (H in Figure 1). Authors
of papers that pass the first round may have the option of
submitting a rebuttal on the reviewers’ initial decision (I in
Figure 1). A rebuttal is an opportunity for authors to highlight
the importance and significance of their work during the peer
review process. Then, the PC, at last, may select a few papers
to be discussed extensively via virtual or in-person meetings (J
in Figure 1). There is a deadline by which the Program Chairs
need to receive the reviews for all the papers. A submitted
paper can get a decision in three ways after the second round:
accept, reject, or revise (K in Figure 1). An accept means
a paper is accepted for publication. A rejected paper cannot
be resubmitted to that conference, and the authors must wait
for another reviewing year to resubmit. The reviewers may
consider some papers as promising but with additional revision
work. In that case, the reviewers convey their expectations to
the authors, and authors may choose to revise and resubmit
their paper by a certain deadline. If the authors satisfactorily

fulfill the revision tasks, the revised paper will be accepted
and published at that conference.

B. Demographic Survey

1) What is your current job title?
2) Are you a member of a university-affiliated research

laboratory?
a) Are you the director of this research laboratory?
b) How long have you been a member of this laboratory

(in months)?
c) How many researchers (students, post doctoral) do you

supervise?
3) What are your research interests?
4) How many times have you been a Program Committee

member in the following security conferences?
a) IEEE Security and Privacy?
b) USENIX Security?
c) ACM CCS?
d) NDSS?

5) To date, approximately, how many papers have you
accepted in the above mentioned security conferences?
OR
How has been your acceptance rate in the above men-
tioned security conferences?

C. Interview Questions

Most of the interview questions were the same for both
short and regular interview types. Here, we will list all the
interview questions and specify which questions were specific
to the regular interview type.

Review system

1) What, according to you, is your primary responsibility as
a reviewer?

2) What is your approach in reviewing a security paper? Is
there a disciplined approach? (regular)

3) Do you review papers from your field of expertise?
a) How do you establish a confidence level for the papers?

(regular)
b) What do you do when you are in low confidence?

4) How do you balance the time of evaluation with the
depth/quality of evaluation?

5) Do you delegate?
a) How do you decide to delegate?
b) Do you supervise the delegated reviews?
c) What are your thoughts about the delegation system?

6) What are your thoughts on the rolling submission model?
a) Which type of submissions do you prefer: single shot

or multiple? (regular)
b) Has rolling submissions affected your evaluations? If

so, how? (regular)
7) What are your thoughts on the current review system?

Would you like to change anything?

Evaluation metrics
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1) What evaluation metrics do you have for reviewing secu-
rity papers?

a) How would you rank the importance of the metrics you
mentioned?

b) Do these metrics stay constant?
2) In your opinion, what are the characteristics of a good

review?
a) Are there any precautions that you take while writing

those reviews?
3) Do you judge the paper for its fit to the venue? (regular)

Criticisms and Recommendations

1) What kind of papers do you like to see? (regular)
2) What, according to you, are some important features for

a security paper to get accepted? (regular)
3) What do you believe are some serious misfits/red flags in

a security paper that can get it rejected?
4) What are your thoughts about papers that with great

research but poor presentation?
5) Do you give importance to the title of the paper?
6) What, according to you, is the importance of properly

articulating a problem statement?
7) Do you find that the experiments are complete? Are the

authors exploring different possibilities?
8) What are your expectations from the results and valida-

tion section of the paper?
9) What are your thoughts about the pressure of publishing

quickly? (regular)
OR
Is the pressure of publishing quickly bad? (short)

a) Does it affect the research? (regular)
b) Does it affect the writing? (regular)

10) What do you think is the end goal of security research
papers?

D. Codebook and Recommendations

The codebook and recommendations to write high-quality
security papers can be accessed from https://github.com/
sonejiananta/Security-Review-Process.

The codebook contains category names, category descrip-
tions, and associated codes. This codebook does not contain
the category evaluation metrics as Table II includes all the
codes associated with the category.

Regarding recommendations, we provide general sugges-
tions from our interviews that authors could leverage to write
high-quality security research papers.
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Table VI
SUGGESTIONS AND EXPECTATIONS THAT PARTICIPANTS MENTIONED IN OUR INTERVIEW TO IMPROVE THE SECURITY REVIEWING PROCESS.

Participant ID Participant Response

P01, P02, P07, P11, P21 Scale up the Program Committee given that the community is growing.

P01, P06, P18, P21 Important to educate future reviewers about the reviewing process.

P04
- Reviews and the reviewing process might suffer when reviewers are exhausted and program chairs are not engaged. Need to have a careful

and delicate balance between having rolling submissions and doing a thorough process.

- Conferences should invite papers that discuss what things failed and reviewers should be open to that.

P05 Two phased PC discussions: anonymized and deanonymized. Instead of having completely anonymized or de-anonymized discussions, having a
mix of both would solve the cons: reviewers being unnecessarily harsh in anonymized discussions, and reviewers getting intimated by senior

PC in de-anonymized discussions.

P06

- Perform more experiments on the PC to reduce randomness.

- Move away from this peer review system that hinders publication and just have arXiv.

- Reviewers should respond to the rebuttal to avoid the other side feeling that they wasted their time.

P09 Need to understand and use rolling submissions better.

P10

- For most people in the security community, it does not matter where they publish in the top four conferences. Hence, in an ideal world, there
should be a centralized reviewing system with single or multiple PC and a single queue for paper submissions.

- We need papers talking about best practices to bring the community in sync. often times if a paper is not properly evaluated and draws
conclusions that are too strong then follow-on work struggles to improve on top of that baseline.

- Have a new track on papers that do reproducibility studies with an emphasis on open sourcing.

- Community should stop doing follow-the-trend research to avoid fatigue effect and emphasize fundamental problems.

- Reviewers should reward authors for stating the limitations instead of using those for rejection.

P11 Have open reviews to bring accountability in reviewers.

P12

- Limit PC to review only certain papers in a year. Conferences should not invite those who have reached their limit.

- In the top four, attack papers get more importance and acceptance than defense (P17). Have a conference for attacks, called cyber-attack,
where all attack papers are also reviewed by professional hackers who know how to drive those attacks.

- Make scientific innovation a metric for evaluating security papers.

P14 Authors should read and discuss more papers from top conferences to write a paper that finally gets accepted by the big four.

P15 People who submit to crypto conferences may resubmit to CCS. Reviewing can be more efficient if cross-community communication existed.

P16, P18, P19 Move to journal style where all the papers that meet certain criteria are accepted. Decouple conference presentations from paper publishing.
This will reduce a lot of publishing pressure. Unpolished papers that increase reviewing load will not be submitted to get initial feedback.

P17 Conferences should have better coordination in terms of submission deadlines.

P19
- Need to encourage reviewers to be constructive. Bring in the review task force.

- Reviewers are on multiple PC and they might not always read the instructions. Need to concretely establish major/minor revision norms
across top venues so that reviewers do not have to change their reviewing style based on the venue.
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